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Introduction

 Classic IR might lead to poor retrieval due to:

— Relevant documents that do not contain at least one index term
are not retrieved

— Synonymy ([F]#:0]) and polysemy (—3a|24 %) are crucial for IR
 Car vs. Automobile

The prevalence of synonyms tends to decrease the recall
performance of retrieval systems

« Bank
Polysemy is one factor underlying poor precision

— Retrieval based on index terms is vague and noisy

 The user information need is more related to concepts and ideas
than to index terms



Latent Semantic Analysis



Singular Value Decomposition

o In linear algebra, the singular-value decomposition (SVD) is a

factorization of a real or complex matrix

« Formally, the SVD of an m X n matrix A is a factorization of

the form UZV?T

- Uis an m X m unitary matrix (i.e,UU' =1 = UTD)

- Y is an m X n rectangular diagonal matrix with non-negative

real numbers on the diagonal

« Singular value

- Vis an n X n unitary matrix




Introduction - LSA

- Latent Semantic Analysis also called
— Latent Semantic Indexing (LSI)
— Latent Semantic Mapping (LSM)
— Two-Mode Factor Analysis

« The LSA paradigm operates under the assumption that there
is some underlying latent semantic structure in the data

— Algebraic and/or statistical techniques are brought to bear to
estimate this latent structure and get rid of the obscuring “noise”



Latent Semantic Analysis.

« A given document collection can be represented as a word-
document matrix

— Row: composed of words (index terms), which are the
individual components making up a document

— Column: composed of documents which are of a
predetermined size of text such as paragraphs, collections of
paragraphs, sentences, etc.

d, Documents q
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w, V|



Latent Semantic Analysis..

- In the word-by-document, each element a; ; is represented
the importance of word w; in document d;

- a;; can be determined by the TF-IDF gcore Documents d
1

W,

Words

« The properties of the matrix W, V|[x|D|
— the dimensions and can be extremely large
— the column vectors are typically very sparse

— the two spaces (for words and documents) are distinct from one
other



Latent Semantic Analysis...

 In order to explore the latent semantic space, to project word
and document vectors in the space, and to reduce the size of

the vectors, the Singular Value Decomposition (SVD) can
be employed

- K < min(|V], |D]): low-rank approximation

— 11 T c o
A‘an - UmmeanVan S T

1T < T ~ T Al
Avixp] = UpxviZwixp Vipixp) & U xkZkxk Vkxp| = Ajvix|p|

o The result is equivalent to the minimize the objective function
min||A — A’||%, for a given K
A u z A

d, Ao vy Vi)

0

Q

KxK K x|D|

IBIE = D > b,
iJ

V|x|D| V|x K



Latent Semantic Analysis....

Properties of SVD decomposition

— Both left and right singular matrices (i.e., U and V) are column-
orthonormal

e UTU =VTV =1

— Values (nonnegative real numbers) in diagonal matrix are

square roots of the eigenvalues of ATA T
d, % Ao U )Y v, \%

e X% = diag{Ay, 42, ..., A} I (HEEEE

0/112/1222).1{20

"

Uy
VIx[ol V<K

— The column vectors of U define an orthonormal basis for dj

« A~ UsVT = ATU ~ (UVT) U = VEUTU = VE = UTA = 2VT

— The column vectors of V define an orthonormal basis for w;
e« A= UzVT = AV~ (UzVT)V = UzVTV = UZ = VTAT = 3UT



Latent Semantic Analysis.....

New representations
— For word w;, the new vector representation is Su;

— For document d;, the new vector representation is ZUJT
A . U T, A

5

KxK K x|D|

d,

Wy

u\
V<[] V|xK

While the original high-dimensional vectors are sparse, the
corresponding low-dimensional latent vectors will typically
not be sparse

— It is possible to compute meaningful association values between

pairs of documents, even if the documents do not have any
terms in common

 The hope is that terms having a common meaning (synonyms), are

roughly mapped to the same direction in the latent space
12



Latent Semantic Analysis......

« Based on LSA

— Compare two words w; and w;

e (zul) 2ol = wrsl = uS(wz)

e A~ UV = AAT = UzVT(UzvHT= UzvTivzTuT = Uz(Uu)?!
— Compare two documents

o (Zv]) 2T = v 22T = v;2(vz)

e A~ UV = ATA =~ (UzvH)Tuzv! = veTuTuzv! = vz(v)?!

d, %A Ao U z Vi %\/ Vo

Wl u| 0
o A
J :
|

~
KxK K x|D]

— Compare words and documents I

Wy

° (Zug‘)TZU]T = uiZZU]T = uiz(ij)T ?

« Usually the reconstructed matrix is used

uV
V<ol VIxK

_ T S T ~ T  _
Aixip] = UwixviZvixp| Vipixp| = Uv|xkZkxk Vkx|p| = Ajvix|p| 13



LSA for IR.

 For a given query (as a document), a low-dimensional
representation should be inferred
— The low-dimensional representation can be obtained by using

the fold-in strategy
« The column vectors of U define an orthonormal basis for dj

O A~UzV!
= ATU ~ (ULVT)'U = VZUTU = VZ
= UTA =xvT
O For each document, the new representation is Zv; T

* For the new query, the low-dimensional representation can be

derived by the same mechanism Lo A ., Uz LV
(U|V|><K)T(57)|V|x1: ZKxKVcrzr \5 . JDDDr |
S RxK (U|V|><K)T(C7)|V|><1= (Vg )ixk * J d
Each dimension \ Weighted sum of 14

has its own weight the word vectors



LSA for IR..

For a given query (as a document), a low-dimensional
representation should be inferred

— The low-dimensional representation can be obtained by using
the fold-in strategy

* For the new query, the low-dimensional representation can be
derived by the same mechanism

T .
(U|V|><K) (CI)|V|><1= ZKXKUC'IT

_ T .
ZK>1<K (U|V|><K) (CI)|V|><1: (Vc;r)1xK

 Notably, for a new document, the representation can also be
derived by the fold-in strategy

— Consequently, the relevance degree can be computed:

T T
Lvg + Vg

|Zvg | |Zvg] 15

sim(q,d) = cos(Zv],Zvy) =



Example - 1.

dy dy d3 dy ds5 dg
ship 1 0 1 0 0 O
A boat o 1 o0 0 0 O
ocean 1 1 0 0 0 0
voyage |1 O O 1 I 0
trip o o0 o0 1 0 1
1 2
ship —0.44 —0.30
boat —-0.13 —-0.33 216  0.00
ocean | —0.48 —0.51 2= 000 1.59
voyage | —0.70 0.35
trip —0.26 0.65
dy d; ds dy ds de
1| -162 —-060 —-044 —-097 —-070 —-0.26
2| —-046 —-084 —-0.30 1.00 0.35 0.65

16



Example - 1..

o The relationship between d, and ds can be reasonable

determined
di dy d3| |dy ds dg
ship 1 0 1 0 0 0
boat 0 1 0 0 0 0
ocean 1 1 0 0 0 0
voyage |[|11 O O] |1 1 0 1
trip O 0 0|11 0 1| _q5

:




Example - 2.

OCO~NOOOTA,WNE

cl: Human machine interface for Lab ABC computer applications
c2: A survey of user opinion of computer system response time

c3: The EPS user interface management sysiem

c4: System and human system engineering testing of EPS

c5: Relation of user-perceived response time to error measurement

ml: The generation of random, binary, unordered #rees
m2: The intersection graph of paths in {rees
m3:  Graph minors IV: Widths of trees and well-quasi-ordering

m4:  Graph minors: A survey

Terms Documents
cl ¢2 3 ¢4 ¢ ml m2 m3 m4é

human 1 0 0 1 0 0 0 0 0
interface 1 0 1 0 0 0 0 0 0
computer 1 1 0 0 0 O o 0 0
user 0 1 1 0 1 0 0 0 0
system 0 1 1 2 0 0 0 0 0
response 0 1 g 0 1 0 0 0 0
time 0 1 0 0 1 0 0 0 0
EPS 0 0 1 | O 0 0 0 0
survey 0 1 0 0 0 0 0 0 1
trees 0 0 0 0 0 1 1 1 0
graph 0 0 0 0 0 0 1 1 1
minors 0 0 0 0 0 0 0 1 1 18




Example - 2..

Query="human computer interaction”

cl: Human machine interface for Lab ABC computer applications
c2: A survey of user opinion of computer system response time
c3: The EPS user interface management system
c4: System and human sysrem engineering testing of £EPS
c5: Relation of user-perceived response time to error measurement
ml:  The generation of random, binary, unordered rees
m2: The intersection graph of paths in frees
m3:  Graph minors TV: Widths of trees and well-quasi-ordering
m4:  Graph minors: A survey
Terms Documents
¢l ¢2 3 ¢4 ¢S ml m2 m3 md
1 1 human 1 0 0 1 0 0 0 0 0
2 | interface 1 0 1 0 0 0 0 0 0
3 | computer 1 i 0 0 ] O 0 0 0
4 | user 6 1t 1 0 1 0 0 0 0
5 | system 0 1 1 2 0 0 0 0 0
6 | response 0 1 o 0 1 0 0 0 0
7 1 time 0 1 0 0 1 0 0 0 0
8 | EPS 0 0 1 1 0 0 0 0 0
9 | survey 0 1 0 ¥ 0 0 0 0 1
10 | trees 0 0 0 0 0 1 1 1 0
11 | graph 0 0 0 0 0 0 1 1 1
12 § minors 0 0 0 0 0 0 0 1 1

19



Example - 2..

Dimension 2

11 graph

c®m3(10,11,12)

0 m4(9,11,12)

e 10tree
12 minor
o*m2(10,11)

e are terms

O are documents

Query="human computer interaction”

The dotted cone contains all points within a cosine
of 0.9 from the query

In this reduced space, even documents c¢3 and c5,

which share no terms with the query are very close
to the query direction

= WIS

o1

e 9 survey -

O ¢2(3,4,5.6,7,9)

Dimension 1

Cc .
2 interface
._“_LU'EDEEEPS o[c3(2,4,5.8)

e 5 system
o c4(1,5,8) 20




Pros and Cons

- Advantages
— As we reduce K, recall tends to increase, as expected

— Most surprisingly, a value of K in the low hundreds can actually
increase precision on some query benchmarks

— Finding new spaces for words and documents

« Disadvantages
— The computational cost of the SVD is significant
— Irrelevant or Antonymous

— The reconstruction has negative entities

21



Entropy-based Weighting Method.

» In the word-by-document, each element q; ; is represented
the importance of word w; in document d;
— The TF-IDF score
— The Entropy-based method

d, Documents d

(D]

c(w;, dj)
;] w, vl

c(w, dj) log c(w;, d;)
S cwidi) B0 cwidjn)

]l=1 J’=1

a;j=(1-¢)

DI
)

& = —
l log |D|j:1

- OSELS].

S ewid 1)
® & = 1= Vdj, C(Wi,dj) = _1|D| :

across many documents throughout the corpus

: the word distributed

e 5=0> Eldj, C(Wi, dj) ~ lel,)lzl c(w;, djr): the word is present

only in a few specific documents 29



Entropy-based Weighting Method..

& = —

Z c(w;, d; ) log cwi, 4; )
g =
i log D (Zl c(wy,djr) Zl LC(w;,d j,)>

Zl-l?l_l C(Wi»dj’)
e g=1> Vdj, C(Wi,dj) = 1= D : the word distributed

across many documents throughout the corpus

D|
Z C(WU d ) log C(Wi; d])
logIDI > cwidy) T BB e(wy,dyr)
|D| ID|
D| 2j1=1 (Wi'dj’) Zj’=1C(Wi'df’)

D] o g D
log|D| c(wl,d ) 1C(Wi:dj’)
IDI 1 . . )
0 log =7 )= — —log|D|) =1
logIDIZ(IDl 9|D|> zog|D|< 9|D|> longl( g|DD)
a;; = (1-¢&) i)

|d; ]



Entropy-based Weighting Method...

Z C(WL d; ) l C(Wl d)
& =
log |ID| (Zl L c(wy, djr) Zl  c(wy,d f')>

g = 0= 13d,, C(Wi, dj) ~ lel,)lzl c(wj, d;r): the word is present
only in a few specific documents

ID|
_ C(Wl,d ) C(Wi, d])
= log|D| z (Zl C(Wi, djr )log )

Sy c(wi, djr)

L Dl-Dx ) )
|D| ( DI c(wl,d ) lDl C(Wl,d ))

1 x(zﬁ-'?mww LA

_ log
log|D| le’)|=1 C(Wi, djr) lelr)|=1 C(Wi; dj’)

=0




LSA-based Language Modeling - 1

« A goal of statistical language modeling is to learn the joint
probability function of sequences of words in a language

— By using n-gram model
T
P(wy,wy, .., wp) = 1_[ P(We We_pyiqy ey We—1)
t=1

— By incorporating n-gram model and LSA-based model

T T
1
P(wy,wy, .., wp) = nP(Wt|H?—1 = HP(W,;|H?_1,H§_1)
t=1 t=1

/”

Lexical
Information

25



LSA-based Language Modeling — 2

 The probability can further be decomposed:

P(Wt» H%—llH?—l)

POl e ) = S I L)
Wi ) — -

- Expanding and rearranging, the numerator is seen to be:

P(Wt» H£—1»HZI—1)
P
_ P(Wtr Htg—erzl—l)P(Wt: H{ 1)
P PO )
= P(w; H?—1)P(Htg—1|Wt; H?—1)
= P(WelWe—ns1, oo Wee ) P(H{— 1 |We—nt1s oo Weoq, W)
= P(We|We—nt1, s We—1)P(HE— 1| W)

P(Wt' H£—1 |HZ1—1) =

We assume the probability of the
document history given the current word
IS not affected by other context words



LSA-based Language Modeling -3

P(Wtr H£_1|HZ‘_1) = P(W¢|We_ni1, ---»Wt—l)P(Hé—llwt)

« Consequently, we can obtain:

P(Wtr Htl—1|Hz?—1)

ZWL'EVP(WL" Ht%—llHZ:l—l)
P(thHé—l)
PWelWe_ni1s oo We—1)P(H{_1|w¢) _ PWelWens1, oo We-1) P(we)

Ywev PWilwe_niq, ---»Wt—l)P(Hé—llwi) - P(WilHtl—l)
' v PWilWe_ o1, o, Wi
ZwleV ( i | t—n+1 t 1) P(Wl)

P(welH{") = P(welH-y HEy) =

e H!_, can be represented by a vector in the semantic space

/T T
(Hé—l )1XK — (Hé—l )1><|V| U|V|XKZI:'}<K

o Thus, the semantic smoothing factor can be estimated by:

1 ! 1
P(w¢|H! ;) x cos(XzH}_, ,zzuvTvt) 27




LSA-based Language Modeling — Appendix

« By using the entropy-based method to score each element in
the vector, a fast strategy can be derived for sequential data

"
— |H}| -1 1—¢,, |9
Ht,{zl t|l Htf—l"'—thl
| H| |Hel |
0.

c(w;, d;)

a;; = (1— &) |c§,.|]

D
3 1 c(w;, dj) c(wi, dj)

g = Z log




The Evolution.

Scott Deerwester

eptember - June
1998 Language Modeling Approaches © sevember1on-unenss

The Hong Kong University of Science and Technology

1994 Best MatCh Models (Okapi Systems) Department of Computer Science and Engineering - null, Hong Kong

Position
Lecturer

1988 Latent Semantic Analysis

@ January 1985 - August 1991

1976 Probabilistic Model Universiy of Ghicago
1975 Vector Space Model Chicago, United States

Position
Professor (Assistant)

1973 Boolean Model

@ August 1983 - December 1984

1972 Inverse Document Frequency Colgate University

null, United States

1957 Term Frequency Position

Professor (Assistant)




The Evolution..

Scott Deerwester

)

1998 Language Modeling Approaches

. Doozee Inc.
s,
) s7oms

[=]
Qe
a
I~
Q
o]

1994 Best Match Models (Okapi Systems) PeeaA-am- 459

Founder

1988 Latent Semantic Analysis 2RO R as s

Leading the launch of an enterprise software solutions company for the shipping industry.

Founder

1976 Probabilistic Model e s

The Wildcat Center is a humanitarian organization that practices, applies and shares
affordable appropriate technology and agriculture, to alleviate extreme poverty and to offer

1 97 5 Vector Space MOdel alternatives to people living in challenging times.

President
Taconza LLC
1973 Boolean Model B oo 0es 1=

Tigers Limited

1972 Inverse Document Frequency niils 3zoen

Head of Strategic Products
2013%F64 - 201548 - 1 F 11 @R

1957 Term Frequency co

20115118 - 2013%6F - 1 £ 8 {ER

Founding CIO of Tigers, responsible for building the IT team and infrastructure.




Questions?

kKychen@mail.ntust.edu.tw
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