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Review

• Recall

• Precision

• Mean Average Precision (MAP)

• Normalized Discounting Cumulated Gain (NDCG)
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Homework 2
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Introduction

• Classic IR might lead to poor retrieval due to:
– Relevant documents that do not contain at least one index term 

are not retrieved

– Synonymy (同義詞) and polysemy (一詞多義) are crucial for IR
• Car vs. Automobile

The prevalence of synonyms tends to decrease the recall
performance of retrieval systems

• Bank

Polysemy is one factor underlying poor precision

– Retrieval based on index terms is vague and noisy
• The user information need is more related to concepts and ideas 

than to index terms



Latent Semantic Analysis
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Singular Value Decomposition

• In linear algebra, the singular-value decomposition (SVD) is a 
factorization of a real or complex matrix

• Formally, the SVD of an 𝑚 × 𝑛 matrix A is a factorization of 
the form ഥUതΣഥVT

– ഥU is an 𝑚 ×𝑚 unitary matrix (i.e.,ഥUഥUT = I = ഥUTഥU)

– തΣ is an 𝑚 × 𝑛 rectangular diagonal matrix with non-negative 
real numbers on the diagonal

• Singular value

– ഥV is an 𝑛 × 𝑛 unitary matrix

A ഥU ഥVTതΣ
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Introduction - LSA

• Latent Semantic Analysis also called 
– Latent Semantic Indexing (LSI)

– Latent Semantic Mapping (LSM)

– Two-Mode Factor Analysis

• The LSA paradigm operates under the assumption that there 
is some underlying latent semantic structure in the data
– Algebraic and/or statistical techniques are brought to bear to 

estimate this latent structure and get rid of the obscuring “noise”



8

Latent Semantic Analysis.

• A given document collection can be represented as a word-
document matrix 
– Row: composed of words (index terms), which are the 

individual components making up a document

– Column: composed of documents which are of a 
predetermined size of text such as paragraphs, collections of 
paragraphs, sentences, etc.
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Latent Semantic Analysis..

• In the word-by-document, each element 𝑎𝑖,𝑗 is represented 
the importance of word 𝑤𝑖 in document 𝑑𝑗
– 𝑎𝑖,𝑗 can be determined by the TF-IDF score

• The properties of the matrix
– the dimensions and can be extremely large

– the column vectors are typically very sparse

– the two spaces (for words and documents) are distinct from one 
other
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Latent Semantic Analysis…

• In order to explore the latent semantic space, to project word 
and document vectors in the space, and to reduce the size of 
the vectors, the Singular Value Decomposition (SVD) can 
be employed
– 𝐾 ≤ min( 𝑉 , |𝐃|): low-rank approximation

• The result is equivalent to the minimize the objective function

A|𝑉|×|𝐃| = ഥU|𝑉|×|𝑉|തΣ|𝑉|×|𝐃|ഥV|𝐃|×|𝐃|
T ≈ U|𝑉|×𝐾Σ𝐾×𝐾V𝐾×|𝐃|

T = A|𝑉|×|𝐃|
′
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Latent Semantic Analysis….

• Properties of SVD decomposition
– Both left and right singular matrices (i.e., U and V) are column-

orthonormal
• UTU = VTV = I

– Values (nonnegative real numbers) in diagonal matrix are 
square roots of the eigenvalues of ATA
• Σ2 = diag 𝜆1, 𝜆2, … , 𝜆𝐾
• 𝜆1 ≥ 𝜆2 ≥ ⋯ ≥ 𝜆𝐾 ≥ 0

– The column vectors of U define an orthonormal basis for 𝑑𝑗

• A ≈ UΣVT ⇒ ATU ≈ UΣVT
T
U = VΣUTU = VΣ ⇒ UTA = ΣVT

– The column vectors of V define an orthonormal basis for 𝑤𝑖

• A ≈ UΣVT ⇒ AV ≈ UΣVT V = UΣVTV = UΣ ⇒ VTAT = ΣUT
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Latent Semantic Analysis…..

• New representations

– For word 𝑤𝑖, the new vector representation is Σ𝑢𝑖
T

– For document 𝑑𝑗 , the new vector representation is Σ𝑣𝑗
T

• While the original high-dimensional vectors are sparse, the 
corresponding low-dimensional latent vectors will typically 
not be sparse
– It is possible to compute meaningful association values between 

pairs of documents, even if the documents do not have any 
terms in common

• The hope is that terms having a common meaning (synonyms), are 
roughly mapped to the same direction in the latent space
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Latent Semantic Analysis……

• Based on LSA
– Compare two words 𝑤𝑖 and 𝑤𝑗

• Σ𝑢𝑖
T T

Σ𝑢𝑗
T = 𝑢𝑖ΣΣ𝑢𝑗

T = 𝑢𝑖Σ 𝑢𝑗Σ
T

• A ≈ UΣVT ⇒ AAT ≈ UΣVT(UΣVT)T= UΣVTVΣTUT = UΣ(UΣ)T

– Compare two documents

• Σ𝑣𝑖
T T

Σ𝑣𝑗
T = 𝑣𝑖ΣΣ𝑣𝑗

T = 𝑣𝑖Σ 𝑣𝑗Σ
T

• A ≈ UΣVT ⇒ ATA ≈ (UΣVT)TUΣVT = VΣTUTUΣVT = VΣ(VΣ)T

– Compare words and documents

• Σ𝑢𝑖
T T

Σ𝑣𝑗
T = 𝑢𝑖ΣΣ𝑣𝑗

T = 𝑢𝑖Σ 𝑣𝑗Σ
T

• Usually the reconstructed matrix is used
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LSA for IR.

• For a given query (as a document), a low-dimensional 
representation should be inferred
– The low-dimensional representation can be obtained by using 

the fold-in strategy
• The column vectors of U define an orthonormal basis for 𝑑𝑗

 A ≈ UΣVT

⇒ ATU ≈ UΣVT
T
U = VΣUTU = VΣ

⇒ UTA = ΣVT

 For each document, the new representation is Σ𝑣𝑖
T

• For the new query, the low-dimensional representation can be 
derived by the same mechanism

Σ𝐾×𝐾
−1 U|𝑉|×𝐾

T
( റ𝑞)|𝑉|×1= (𝑣𝑞

T)1×𝐾

Weighted sum of 

the word vectors 

Each dimension 

has its own weight
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LSA for IR..

• For a given query (as a document), a low-dimensional 
representation should be inferred
– The low-dimensional representation can be obtained by using 

the fold-in strategy
• For the new query, the low-dimensional representation can be 

derived by the same mechanism

• Notably, for a new document, the representation can also be 
derived by the fold-in strategy

– Consequently, the relevance degree can be computed:

Σ𝐾×𝐾
−1 U|𝑉|×𝐾

T
( റ𝑞)|𝑉|×1= (𝑣𝑞

T)1×𝐾

𝑠𝑖𝑚 𝑞, 𝑑 = 𝑐𝑜𝑠 Σ𝑣𝑞
T, Σ𝑣𝑑

T =
Σ𝑣𝑞

T ∙ Σ𝑣𝑑
T

|Σ𝑣𝑞
T||Σ𝑣𝑑

T|

U|𝑉|×𝐾
T
( റ𝑞)|𝑉|×1= Σ𝐾×𝐾𝑣𝑞

T
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Example – 1. 

A =

U = Σ =

VT =
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Example – 1..

• The relationship between 𝑑2 and 𝑑5 can be reasonable 
determined
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Example – 2.

1
2
3
4
5
6
7
8
9

10
11
12



19

Example – 2..
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Query=“human computer interaction”
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Example – 2..

1. ● are terms

2. □ are documents

3. Query=“human computer interaction”

4. The dotted cone contains all points within a cosine 

of 0.9 from the query

5. In this reduced space, even documents c3 and c5, 

which share no terms with the query are very close 

to the query direction
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Pros and Cons

• Advantages
– As we reduce 𝐾, recall tends to increase, as expected

– Most surprisingly, a value of 𝐾 in the low hundreds can actually 
increase precision on some query benchmarks

– Finding new spaces for words and documents

• Disadvantages
– The computational cost of the SVD is significant

– Irrelevant or Antonymous

– The reconstruction has negative entities
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Entropy-based Weighting Method.

• In the word-by-document, each element 𝑎𝑖,𝑗 is represented 
the importance of word 𝑤𝑖 in document 𝑑𝑗
– The TF-IDF score

– The Entropy-based method

– 0 ≤ 𝜀𝑖 ≤ 1

• 𝜀𝑖 = 1 ⇒ ∀𝑑𝑗 , 𝑐 𝑤𝑖 , 𝑑𝑗 =
σ
𝑗′=1

|𝐃|
𝑐(𝑤𝑖,𝑑𝑗′)

|𝐃|
: the word distributed 

across many documents throughout the corpus

• 𝜀𝑖 = 0 ⇒ ∃𝑑𝑗 , 𝑐 𝑤𝑖 , 𝑑𝑗 ≈ σ
𝑗′=1
|𝐃|

𝑐(𝑤𝑖 , 𝑑𝑗′): the word is present 

only in a few specific documents

𝑎𝑖,𝑗 = (1 − 𝜀𝑖)
𝑐(𝑤𝑖 , 𝑑𝑗)

|𝑑𝑗|

𝜀𝑖 = −
1

𝑙𝑜𝑔 |𝐃|
෍

𝑗=1

|𝐃|
𝑐(𝑤𝑖 , 𝑑𝑗)

σ
𝑗′=1

|𝐃|
𝑐(𝑤𝑖 , 𝑑𝑗′)

𝑙𝑜𝑔
𝑐(𝑤𝑖 , 𝑑𝑗)

σ
𝑗′=1

|𝐃|
𝑐(𝑤𝑖 , 𝑑𝑗′)
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Entropy-based Weighting Method..

• 𝜀𝑖 = 1 ⇒ ∀𝑑𝑗 , 𝑐 𝑤𝑖 , 𝑑𝑗 =
σ
𝑗′=1

|𝐃|
𝑐(𝑤𝑖,𝑑𝑗′)

|𝐃|
: the word distributed 

across many documents throughout the corpus

𝜀𝑖 = −
1

𝑙𝑜𝑔 |𝐃|
෍

𝑗=1

|𝐃|
𝑐(𝑤𝑖 , 𝑑𝑗)

σ
𝑗′=1

|𝐃|
𝑐(𝑤𝑖 , 𝑑𝑗′)

𝑙𝑜𝑔
𝑐(𝑤𝑖 , 𝑑𝑗)

σ
𝑗′=1

|𝐃|
𝑐(𝑤𝑖 , 𝑑𝑗′)

𝜀𝑖 = −
1

𝑙𝑜𝑔 𝐃
෍

𝑗=1

𝐃
𝑐 𝑤𝑖 , 𝑑𝑗

σ
𝑗′=1
𝐃 𝑐 𝑤𝑖 , 𝑑𝑗′

𝑙𝑜𝑔
𝑐 𝑤𝑖 , 𝑑𝑗

σ
𝑗′=1
𝐃 𝑐 𝑤𝑖 , 𝑑𝑗′

= −
1

𝑙𝑜𝑔 𝐃
෍

𝑗=1

𝐃
σ
𝑗′=1
𝐃

𝑐 𝑤𝑖 , 𝑑𝑗′

𝐃

σ
𝑗′=1
𝐃

𝑐 𝑤𝑖 , 𝑑𝑗′
𝑙𝑜𝑔

σ
𝑗′=1
𝐃

𝑐 𝑤𝑖 , 𝑑𝑗′

𝐃

σ
𝑗′=1
𝐃

𝑐 𝑤𝑖 , 𝑑𝑗′

= −
1

𝑙𝑜𝑔 𝐃
෍

𝑗=1

𝐃
1

𝐃
𝑙𝑜𝑔

1

𝐃
= −

1

𝑙𝑜𝑔 𝐃
𝑙𝑜𝑔

1

𝐃
= −

1

𝑙𝑜𝑔 𝐃
− 𝑙𝑜𝑔 𝐃 = 1

𝑎𝑖,𝑗 = (1 − 𝜀𝑖)
𝑐(𝑤𝑖 , 𝑑𝑗)

|𝑑𝑗|
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Entropy-based Weighting Method…

• 𝜀𝑖 = 0 ⇒ ∃𝑑𝑗 , 𝑐 𝑤𝑖 , 𝑑𝑗 ≈ σ
𝑗′=1
|𝐃|

𝑐(𝑤𝑖 , 𝑑𝑗′): the word is present 

only in a few specific documents

𝑎𝑖,𝑗 = (1 − 𝜀𝑖)
𝑐(𝑤𝑖 , 𝑑𝑗)

|𝑑𝑗|

𝜀𝑖 = −
1

𝑙𝑜𝑔 |𝐃|
෍

𝑗=1

|𝐃|
𝑐(𝑤𝑖 , 𝑑𝑗)

σ
𝑗′=1

|𝐃|
𝑐(𝑤𝑖 , 𝑑𝑗′)

𝑙𝑜𝑔
𝑐(𝑤𝑖 , 𝑑𝑗)

σ
𝑗′=1

|𝐃|
𝑐(𝑤𝑖 , 𝑑𝑗′)

𝜀𝑖 = −
1

log 𝐃
෍

𝑗=1

𝐃
𝑐 𝑤𝑖 , 𝑑𝑗

σ
𝑗′=1
𝐃 𝑐 𝑤𝑖 , 𝑑𝑗′

𝑙𝑜𝑔
𝑐 𝑤𝑖 , 𝑑𝑗

σ
𝑗′=1
𝐃 𝑐 𝑤𝑖 , 𝑑𝑗′

= −
1

log 𝐃
× 𝐃 − 1 ×

0

σ
𝑗′=1
𝐃 𝑐 𝑤𝑖 , 𝑑𝑗′

𝑙𝑜𝑔
0

σ
𝑗′=1
𝐃 𝑐 𝑤𝑖 , 𝑑𝑗′

−
1

log 𝐃
×

σ
𝑗′=1
𝐃

𝑐 𝑤𝑖 , 𝑑𝑗′

σ
𝑗′=1
𝐃 𝑐 𝑤𝑖 , 𝑑𝑗′

𝑙𝑜𝑔
σ
𝑗′=1
𝐃

𝑐 𝑤𝑖 , 𝑑𝑗′

σ
𝑗′=1
𝐃 𝑐 𝑤𝑖 , 𝑑𝑗′

= 0
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LSA-based Language Modeling – 1

• A goal of statistical language modeling is to learn the joint 
probability function of sequences of words in a language
– By using 𝑛-gram model

– By incorporating 𝑛-gram model and LSA-based model

𝑃 𝑤1, 𝑤2, … , 𝑤𝑇 ≈ෑ

𝑡=1

𝑇

𝑃 𝑤𝑡|𝑤𝑡−𝑛+1, … , 𝑤𝑡−1

𝑃 𝑤1, 𝑤2, … , 𝑤𝑇 ≈ෑ

𝑡=1

𝑇

𝑃 𝑤𝑡|𝐻𝑡−1
𝑛,𝑙 =ෑ

𝑡=1

𝑇

𝑃 𝑤𝑡|𝐻𝑡−1
𝑛 , 𝐻𝑡−1

𝑙

Lexical 

Information

Semantic 

Information
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LSA-based Language Modeling – 2

• The probability can further be decomposed:

• Expanding and rearranging, the numerator is seen to be:

𝑃 𝑤𝑡, 𝐻𝑡−1
𝑙 |𝐻𝑡−1

𝑛 =
𝑃 𝑤𝑡 , 𝐻𝑡−1

𝑙 , 𝐻𝑡−1
𝑛

𝑃 𝐻𝑡−1
𝑛

=
𝑃 𝑤𝑡 , 𝐻𝑡−1

𝑙 , 𝐻𝑡−1
𝑛 𝑃 𝑤𝑡 , 𝐻𝑡−1

𝑛

𝑃 𝐻𝑡−1
𝑛 𝑃 𝑤𝑡 , 𝐻𝑡−1

𝑛

= 𝑃 𝑤𝑡|𝐻𝑡−1
𝑛 𝑃 𝐻𝑡−1

𝑙 |𝑤𝑡, 𝐻𝑡−1
𝑛

= 𝑃 𝑤𝑡|𝑤𝑡−𝑛+1, … , 𝑤𝑡−1 𝑃 𝐻𝑡−1
𝑙 𝑤𝑡−𝑛+1, … , 𝑤𝑡−1, 𝑤𝑡

= 𝑃 𝑤𝑡|𝑤𝑡−𝑛+1, … , 𝑤𝑡−1 𝑃 𝐻𝑡−1
𝑙 𝑤𝑡

𝑃 𝑤𝑡|𝐻𝑡−1
𝑛 , 𝐻𝑡−1

𝑙 =
𝑃 𝑤𝑡 , 𝐻𝑡−1

𝑙 |𝐻𝑡−1
𝑛

σ𝑤𝑖∈𝑉
𝑃 𝑤𝑖 , 𝐻𝑡−1

𝑙 |𝐻𝑡−1
𝑛

We assume the probability of the 

document history given the current word 

is not affected by other context words
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LSA-based Language Modeling – 3

• Consequently, we can obtain:

• 𝐻𝑡−1
𝑙 can be represented by a vector in the semantic space

• Thus, the semantic smoothing factor can be estimated by:

𝑃 𝑤𝑡|𝐻𝑡−1
𝑛,𝑙 = 𝑃 𝑤𝑡|𝐻𝑡−1

𝑛 , 𝐻𝑡−1
𝑙 =

𝑃 𝑤𝑡, 𝐻𝑡−1
𝑙 |𝐻𝑡−1

𝑛

σ𝑤𝑖∈𝑉
𝑃 𝑤𝑖 , 𝐻𝑡−1

𝑙 |𝐻𝑡−1
𝑛

=
𝑃 𝑤𝑡|𝑤𝑡−𝑛+1, … , 𝑤𝑡−1 𝑃 𝐻𝑡−1

𝑙 𝑤𝑡

σ𝑤𝑖∈𝑉
𝑃 𝑤𝑖|𝑤𝑡−𝑛+1, … , 𝑤𝑡−1 𝑃 𝐻𝑡−1

𝑙 𝑤𝑖

=
𝑃 𝑤𝑡|𝑤𝑡−𝑛+1, … , 𝑤𝑡−1

𝑃(𝑤𝑡|𝐻𝑡−1
𝑙 )

𝑃(𝑤𝑡)

σ𝑤𝑖∈𝑉
𝑃 𝑤𝑖|𝑤𝑡−𝑛+1, … , 𝑤𝑡−1

𝑃(𝑤𝑖|𝐻𝑡−1
𝑙 )

𝑃(𝑤𝑖)

𝐻𝑡−1
𝑙

′T

1×𝐾
= 𝐻𝑡−1

𝑙
T

1×|𝑉|
U|𝑉|×𝐾Σ𝐾×𝐾

−1

𝑃(𝑤𝑡|𝐻𝑡−1
𝑙 ) ∝ cos(Σ

1
2𝐻𝑡−1

𝑙
′

, Σ
1
2𝑢𝑤𝑡

T )

𝑃 𝑤𝑡, 𝐻𝑡−1
𝑙 |𝐻𝑡−1

𝑛 = 𝑃 𝑤𝑡|𝑤𝑡−𝑛+1, … , 𝑤𝑡−1 𝑃 𝐻𝑡−1
𝑙 𝑤𝑡
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LSA-based Language Modeling – Appendix

• By using the entropy-based method to score each element in 
the vector, a fast strategy can be derived for sequential data

𝑎𝑖,𝑗 = (1 − 𝜀𝑖)
𝑐(𝑤𝑖 , 𝑑𝑗)

|𝑑𝑗|

𝐻𝑡
𝑙 =

𝐻𝑡
𝑙 − 1

|𝐻𝑡
𝑙|

𝐻𝑡−1
𝑙 +

1 − 𝜀𝑤𝑡

|𝐻𝑡
𝑙|

0
⋮
0
1
0
⋮
0

𝜀𝑖 = −
1

𝑙𝑜𝑔 |𝐃|
෍

𝑗=1

|𝐃|
𝑐(𝑤𝑖 , 𝑑𝑗)

σ
𝑗′=1

|𝐃|
𝑐(𝑤𝑖 , 𝑑𝑗′)

𝑙𝑜𝑔
𝑐(𝑤𝑖 , 𝑑𝑗)

σ
𝑗′=1

|𝐃|
𝑐(𝑤𝑖 , 𝑑𝑗′)
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The Evolution.

1973 Boolean Model

1975 Vector Space Model

1976 Probabilistic Model

1998 Language Modeling Approaches

1994 Best Match Models (Okapi Systems)

1957 Term Frequency

1972 Inverse Document Frequency

1988 Latent Semantic Analysis

Scott Deerwester
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Questions?

kychen@mail.ntust.edu.tw


